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Suppose that y = [y; ¥y2] and we choose § of the form § = E(g) +
b1ly1-E(y1)] + balyo-E(y2)] + balyi-E(yD ] + bylywa-Elyya)] +
bsly3-E(y%)]. Then the prediction of this form that minimizes

prediction error variance requires for its computation the param-
eters

Bluy ua uf wmwy uwf w1 w2 ¥yt ywe w3l

Elya w2 vt w2 ¥8) i w2 ¥l v w31

Bly: w2 ¥t wwz2 w3 lur uz ul wus  ud).
Fortunately, the expectations of products of normally distributed
random variables can be written as functions of the means and of
the variance-covariance matrix of variables comprising the pro-
duct. These can be derived from the moment generating function,
Let the vector w have a multivariate normal distribution with mean

¥ and variance-covariance matrix V. Then the moment generating
function from Mood (1950) is

exp(t'y + t'Vt) .
Using this function, some results are
E(wijwp) = ujup + vy2 3
E(wwows) = ujuaug + uyva3 + ugvy3 + ugvy2 ;
E(wiwowzwy) = ujuauzuy
+ YjuoV3y + all other terms of this type
+ V12V34 + all other terms of this type ;
E(Wywawawes) = Uikigk3kyks
+ ujuou3vys + all other terms of this type
+ u1V23V45 + all other terms of this type ;
E(uwowgwywsg) = Wikakalylske
+ UjuouauyVsg + other terms of this type
+ M UV Vs + other terms of this type
+ V12V34Vsg + other terms of this type .

6.9. Restricted Best Linear Unbiased Prediction

Kempthorne and Nordskog (1959) solved the problem of con-
structing an index to select individuals such that the expected
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value of a set of linear functions of additive merits of several
traits is null in the individuals selected for some defined merit

function. Quaas and Henderson (1976) have generalized this method
to solve the same problem but with the means of records unknown
and using records on relatives. They call this method "restric-
red best linear unbiased prediction.”

Let u. be the subvector of additive genetic values on several
rraits on the ith animal. We want to predict g_‘gi so that C'u. is
uncorrelated with the predictor !'Qi' so that l_l_'gi has expectation
zero, and with these 2 restrictions has minimum prediction error
variance. The method for doing this is found to be identical to
the method of Section 6.4 except that in place of Rj' a block di-
agonal matrix is used that is computed from Ry, Gp, C, and Z.

6.10. Prediction of the Merit of Single Crosses

We assume that a random set of lines has been derived from
the same original population, that these lines all have the same
inbreeding coefficients, and a random set of progeny is obtained
from single crosses among these lines. The problem is to predict
the merit of a single cross (including those on which there are no
data). It is assumed that the "pure" line data will not be used.
Let the model for an observation on the cross between the ¢th line
used as the male line and the jth line used as the female line be

Vigk = Xl Yo Yy Y g Y e
uherelgéjkg_defines the fixed effects in the model.
Var(e;) = ait}
Var(dj) -‘ig.ih
Cov(si.di) 'n\;aﬁ);
Vlr(rij)mj oy
CGV(rij.rai) = Qrfi for 1 # 7 3
v‘r(‘ijk) -*éz\}

All other covariances = 0.
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Then the BLUP equations for predicting s, d, and r are writ-
ten by first writing least squares equations as though 8,

are fixed. These equations have the form

" | o po
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10,4

€1 G2 Ci3 Cis
Cla C22 C23 Lo
Cls Ci3 Caz Ca
Clu S Ch Cuu
Now modify these equations as follows:
o | 22 15X ] add
Ci3 C33

ponding to r, J with rji; all other elements

of V are zero.

From the solution to these equations, the prediction of the merit
of the cross of line of sire 7 by line of dam j is

The prediction of the merit of the ith line of sire in
crosses with a random sample of dams from other random lines of 4
the population is 3, and similarly for the prediction of the merit

of the jth line of dam.

19,4
to Cyy, add _\f‘l where V is a matrix with o: in the

diagonals and ©
rr

2
19

bi*aj"?ij’

. in the positions corres-
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